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ABSTRACT

Accelerating rates of biodiversity loss have led ecologists to explore the effects of species richness on ecosystem functioning and the flow of ecosystem services. One explanation of the relationship between biodiversity and ecosystem functioning lies in the spatial insurance hypothesis, which centers on the idea that productivity and stability increase with biodiversity in a temporally varying, spatially heterogeneous environment. However, there has been little work on the impact of dispersal where environmental risks are more or less spatially correlated, or where dispersal rates are variable. In this paper, we extend the original Loreau model to consider stochastic temporal variation in resource availability, which we refer to as "environmental risk", and heterogeneity in species dispersal rates. We find that asynchronies across communities and species provide community-level stabilizing effects on productivity, despite varying levels of species richness. Although intermediate dispersal rates play a role in mitigating risk, they are less effective in insuring productivity against global (metacommunity-level) than local (individual community-level) risks. These results are particularly interesting given the emergence of global sources of risk such as climate change or the closer integration of world markets. Our results offer deeper insights into the Loreau model and new perspectives on the effectiveness of spatial insurance in the face of environmental risks.

© 2015 Elsevier Ltd. All rights reserved.

1. Introduction

Accelerating rates of biodiversity loss have led ecologists to explore the effect of changes in species richness on ecosystem functioning, and the resulting flow of ecosystem services (Cardinale et al., 2012). While some studies have evaluated the effect of species richness on mean levels of ecosystem functioning, most have focused on the impact of biodiversity on the variability of ecosystem functioning. Several mechanisms have been proposed including overyielding (Lehman and Tilman, 2001; Tilman, 1999), statistical averaging or the "portfolio effect" (Cottingham et al., 2001; Doak et al., 1998; Isbell et al., 2009; Tilman et al., 1998), compensatory dynamics (Gonzalez and Loreau, 2009; Lehman and Tilman, 2001) and the spatial insurance hypothesis (Ives et al., 2000; Loreau et al., 2012). Selection mechanisms involve the Darwinian selection of species that generate biodiversity such as niche specialization or differentiation. Mechanisms of functional complementarity focus on the interactions between species, which are in effect the consequences of selection mechanisms.

6 These mechanisms are typically broken down into selection and functional complementarity classes (Loreau and Hector, 2001; Loreau, 2010; Loreau et al., 2012). Selection mechanisms involve the Darwinian selection of species that generate biodiversity such as niche specialization or differentiation. Mechanisms of functional complementarity focus on the interactions between species, which are in effect the consequences of selection mechanisms.
McNaughton, 1977; Yachi and Loreau, 1999). The last of these centers on the idea that the functional complementarity of species across space and time insures the system against environmental risk (Loreau et al., 2003). Specifically, the greater the number and spatial distribution of species, and the greater the functional redundancy of species at particular locations, the more the system is protected against spatio-temporal environmental variability, including spatially distributed anthropogenic shocks. As the productivity of one species falls, others can fill its functional niche and maintain productivity. At the global scale, dispersal between communities provides source populations in which migrants may both replace extirpated local populations and maintain functional groups of species.

Empirical evidence on the role of spatial insurance in the relationship between biodiversity and the stability of productivity has been mixed. In microbial microcosms, community biomass and density have been shown to be more stable in systems with greater functional biodiversity (Tilman, 1999; McCann, 2000; Lehman and Tilman, 2001; Loreau, 2010; Loreau and de Mazancourt, 2013). Regional zooplankton biodiversity coupled with immigration has, for example, been shown to dampen the effects of temperature warming on net primary productivity (Thompson and Shurin, 2012). In a broad scale statistical analysis, Valone and Barber (2008) tested for evidence of spatial insurance across multiple taxa. They found the greatest support for the hypothesis in plant taxa, but little or no support in rodent, avian, and ant systems. Other empirical studies have found that spatial insurance is less critical to system stability than other mechanisms such as statistical averaging or overyielding (Aragon et al., 2011; Tilman et al., 1998). From a theoretical perspective, several papers have identified conditions in which spatial insurance might be expected to stabilize productivity (Gonzalez et al., 2009; Ives et al., 2000; Loreau et al., 2003; Mouquet and Loreau, 2003). Mouquet and Loreau (2003) used a metacommunity approach to show that intermediate dispersal rates between communities experiencing asynchronous environmental fluctuations enhanced global and local biodiversity, productivity, and system stability. Species dispersal, as a mechanism for maintaining biodiversity, insures the metacommunity by stabilizing productivity.

Several theoretical papers have extended the spatial insurance hypothesis to consider the effects of competition structure (Filotas et al., 2010; Loreau and de Mazancourt, 2013), species adaptation (Urban, 2006), and trophic structure (Ives et al., 2000). However, little has so far been done to investigate the effect of dispersal where environmental conditions and dispersal rates vary over space and time, as they do in most real ecosystems. In this paper, we re-evaluate the original model constructed by Loreau et al. (2003) and extend the model to consider stochastic temporal variation in resource availability, which we define as “environmental risk”, and consider the effect of heterogeneity in species dispersal rates.

Spatial variation in resource availability reflects differences in, for example, climatic conditions in distinct habitat patches or communities, while temporal variation reflects effects such as random fluctuations in temperature or precipitation. Climate change is projected to affect both temporal and spatial variation in conditions—increasing both the frequency of extreme climate events, and the spatial correlation between events (Intergovernmental Panel on Climate Change, 2013). One consequence is a change in the temporal consistency of resource availability. Availability of water (through droughts or flooding) and nutrients such as nitrogen or phosphorus (via erosion and/or deposition) may directly alter populations of primary producers or consumers, the effects of which cascade to organisms of other trophic levels. Another is that events occurring in one part of the world have an effect at spatial locations much further away. This is reflected in, for example, the growing intensity and global effects of El Niño and La Niña (Intergovernmental Panel on Climate Change, 2013). While research has been conducted to test the effect of stochastic variation in resource availability across space and time, less attention has been paid to their effects jointly.

Heterogeneity of species dispersal rates reflects two sets of processes that have been demonstrated to play roles in regulating biodiversity in real world systems. First, heterogeneity in dispersal rates between locations reflects the fact that some areas are naturally more strongly connected than others, and that the connections between areas are frequently directional. Air and water flows, for example, affect the direction of natural dispersal. This means that some locations will act as sink populations for dispersers, and others will act as sources. Source-sink dynamics have, for example, been shown to play a role in maintaining diversity in fisheries in economics (Sanchirico and Wilen, 1999), and in conserving spatially distinct populations of wild species such as the checkerspot butterfly, (Harrison et al., 1988) snowshoe hare, (Griffin and Mills, 2009) and predatory reef fish, (Russ and Alcala, 2011). Second, not all species disperse equally, naturally or by people. Anthropogenic dispersal through international trade and travel preferentially selects for species that are either the direct objects of trade, or incidentally incorporated in packaging, or as hitch hikers on the ships, planes, trains or trucks used to transport goods and people from place to place. Trade and travel is frequently cited as a major facilitator of the worldwide spread of invasive species (Costello et al., 2007; Lenzen et al., 2012) and pathogens (Kilpatrick, 2011; Smith et al., 2007; Tatem et al., 2006a).

The pattern of international trade and travel also determines where species are moved from and to, and in what quantities. Introduced species have the potential to cause shifts in species composition, environmental processes, and the evolution of species populations (Chisholm, 2012). We test the effect of species dispersal on productivity under local risk factors (affecting a single community) and global risk factors (affecting the whole metacommunity) that may alter both biodiversity and ecosystem functioning. We find that asynchrony across communities and species provide metacommunity-level stabilizing effects on productivity, despite variability in species richness. Our work provides new testable hypotheses about the effectiveness of spatial insurance when community level risks are more or less spatially correlated.

2. The spatial insurance hypothesis: the Loreau model

2.1. Loreau model–construction

We assume the same dynamics as Loreau et al. (2003) and Gonzalez et al. (2009). Consider a meta community with $M$ communities and $S$ species. Within each community, species compete for a single limiting resource of which the quantity consumed varies by species, environmental conditions (influencing how species consume the limiting resource), and time. Communities are coupled together by the natural dispersal of species. When dispersal is low, each community functions as a separate closed system; with high dispersal the entire metacommunity functions as a single patch.

Formally, the change in species biomass $N$ and resource biomass $R$ in the $j$th community is governed by the set of equations:

$$\frac{dN_{ij}}{dt} = N_{ij}(t)\left(\epsilon_{ij}(t)R_{ij}(t) - m_{ij}ight) - \alpha_{ij}(t) + \frac{a}{M-1} \sum_{k \neq j} N_{ik}(t). \quad (1)$$
\[ \frac{dR_i}{dt} = I - R_i(t) - R_i(t) \sum_{i=1}^{S} \frac{c_{ij}(t)N_j(t)}{10} \]  

for species \( i = 1, 2, \ldots, S \) and communities \( j = 1, 2, \ldots, M \) at time \( t \). Species are assumed to consume resources at the normalized rate \( r_i(t) \), convert resources to new biomass with efficiency \( \epsilon \), and die at rate \( m \).

The limiting resource is assumed to increase in all communities by a fixed amount \( I \) and to be lost at a constant rate \( I \). Initially, species are assumed to disperse between communities at a constant rate \( I \). Species consumption of natural resources is a non-linear function of species-specific traits and environmental variation, fluctuating over time for each species in each community according to:

\[ c_{ij}(t) = \frac{1.5 - [H_i - E_j(t)]}{10} \]  

\[ E_j(t) = \frac{1}{2} \left[ \sin \left( \frac{x_j + 2\pi t}{T} \right) + 1 \right] \]

where \( H_i \) is a dimensionless, species and community-dependent competition parameter such that \( H_i = 1 \) and \( H_i = H_i - 1 \) for \( i = 1, 2, \ldots, S \). It is assumed that environmental conditions, \( E_j \), vary temporally, fluctuating over time as a sinusoidal function. The phase parameter, \( x_j \), is a random variable drawn from a uniform distribution \( [-2\pi, 2\pi] \), which shifts the environmental variation along its horizontal axis (Fig. 1). \( T \) determines the period of the environmental variation, and the subsequent periodicity of species consumption rates. We chose \( T = 40,000 \). In the absence of dispersal \((a = 0)\), a single set of species quickly drives all other species to extinction (see below). It is known that in such cases local species coexistence is impossible (Armstrong and McGehee, 1980).

By construction, a single species will competitively exclude all others in a given community in the absence of dispersal. This will be the species that possesses the highest initial consumption rate, as measured by the interaction between the species competition parameter \( H \) and initial level of environmental variation. If there is dispersal such that the metacommunity begins to behave as a single community, the advantage lies with the most "generalist" species — defined as the species whose consumption rates are closest to the average over the course of the simulation period. This reflects the fact that "generalist" species are able to occupy a broad range of environments (Futuyma and Moreno, 1988; Schluter, 2000). In a tightly coupled, high dispersal system the most "generalist" species will exclude all others across the metacommunity.

Productivity is measured as the average increment in species biomass per unit of time given by the first term on the right side of Eq. (1):

\[ q(t) = \frac{\sum_{j=1}^{S} \sum_{j=1}^{M} e_{ij}(t)N_j(t)R_j(t)}{M} \]

System stability is then measured by the inverse of the coefficient of variation over time in productivity, a commonly used metric in ecology (Tilman et al., 1998). The original Loreau model made a number of assumptions. First, it assumed that communities initially contained the same set of species and differed only in their environmental variation over time as defined by the phase parameter \( x \). Species differed only in consumption rates that varied by community and time as a function of \( x \) and \( t \).

In our study, stability is measured by the temporal variability in productivity. A high coefficient of variation implies an unstable system; a low coefficient of variation a stable one. A suite of stability measures could have been used including the persistence time of a species, resistance to disturbance (e.g., a change in species diversity or abundance after the introduction of an invader), the time for the system to return to a steady state after a disturbance event, or the size of the perturbation needed to dislodge the system from its current functional state (‘resilience’) (Orians, 1975; LeCullec, 2012; Scheffer, 2012). Stability in one of these senses does not necessarily imply stability in another sense. We focus on a measure of stability that centers on productivity in a particular functional state.

Second, species were assumed to compete for a single limiting resource whose natural influx and loss rates were constant across time and communities. This could be thought of as water in a desert ecosystem or nitrogen in a forest ecosystem. Third, species competition arose solely from resource consumption; there was no direct interaction between different species within and across patches. Finally, species dispersed between communities at a constant rate. These assumptions simplified the analysis while providing a structure for species competition when environmental conditions varied. In the numerical experiments reported in this paper we relax certain of these assumptions in order to explore the effectiveness of dispersal in stabilizing productivity where environmental risk factors, e.g., stochastic variation in resource availability, are more or less spatially correlated.

Maintaining the approach of the original papers, the differential equation system in (1) and (2) was numerically simulated using an Euler approximation with a step size \((\Delta t)\) equal to 0.08. The Euler approximation saves computation time compared to higher order estimators, particularly when the system of equations is unstable. (When \( M = 20 \) and \( S = 20 \), simulating (1) and (2) simultaneously solves a system of 400 equations.) Simulations were run for 800,000 iterations. Mean local and global biodiversity, as well as productivity, were measured every 4000 iterations. Biodiversity was measured both within and between communities.
by species richness and by Shannon–Wiener indices.\textsuperscript{10} Average biodiversity, productivity, and stability values were generated from data in the last 200,000 iterations. To evaluate the insurance effect of dispersal where environmental risks are more or less spatially correlated we relaxed the assumption that resource influx is constant over time and across communities (see below). In order to test the effect of heterogeneity in species dispersal, dispersal rates were allowed to stably vary within the interval [0,1]. For each dispersal rate tested, a set of 50 simulations was run to generate new stochastic parameters. Species biomass was initially set at 10; resource biomass was set to the final (equilibrium) value of the previous simulation.\textsuperscript{31} Species were assumed to be extinct if biomass fell below 0.10 units. This is meant to reflect a critical population threshold in which species are not able to recover due to demographic stochasticity, Allee effects and the like. For a list of model parameters, see Table 1.

2.2. Loreau model–results

At low dispersal rates (0 ≤ a < 0.001), each community functions as a separate closed system. Within each community, a single set of species with the highest initial consumption rate outcompetes all others for available resources leading to their extirpation. This leads to a high global (gamma) productivity but low local (alpha) productivity (Fig. 2). As the dispersal rate increases (within the range 0.001 ≤ a < 0.2), dispersal between communities allows local biodiversity to increase while global biodiversity is maintained. However, at high dispersal rates (0.2 ≤ a ≤ 1) the system becomes too closely coupled to maintain biodiversity locally or globally. The metacommunity functions as a single community and the set of species whose consumption rates are highest on average exclude all other species in the system. This produces the lowest global and local biodiversity.

A relationship exists between biodiversity, mean productivity, and the stability of productivity across the metacommunity, where system stability is measured by the inverse of the coefficient of variation of productivity over time. At low dispersal rates, the metacommunity generates the lowest mean productivity and highest coefficient of variation in productivity (lowest system stability). The stability of productivity increases with dispersal up to a point, at which the system becomes too coupled and both mean productivity and the stability of productivity decline. At low and high dispersal rates, productivity and the stability of productivity depend solely on the competitive dominant species whose biomass fluctuates over time. At intermediate dispersal rates, the greater local biodiversity stabilizes productivity.

It is worth noting, however, that maximum productivity does not correspond to the maximum biodiversity (Fig. 2a–d) – an observation not discussed in previous studies. Since productivity is maintained while biodiversity falls, the relative abundance of species must be changing. In fact, a trade-off exists between the degree of local biodiversity and aggregate species growth. With higher local biodiversity, more species exhibit growth but each grows at a lower rate than if fewer species were present. Maximum mean productivity is achieved when local biodiversity is relatively low, a significant proportion of biomass being accounted for by the most productive species. The latter condition is reflected in the Shannon diversity values on the left and right side of the productivity “hump” (Fig. 2b and d). However, productivity differentials between species matter. A particular level of biodiversity does not guarantee a particular level of productivity. For example, the Loreau model experiences a species richness of 6 species at two dispersal rates, only one of which corresponds to maximum productivity (Fig. 2c; see also species richness of 2 and 10 in Fig. 2a and d).

As the dispersal rate increases from 0 to 1 we observe a shift in the dominant species from the initial best competitor in each community to the “generalist” species that does the best in average conditions. When dispersal rates are either very low or very high, the meta community is also characterized by low local biodiversity. But despite low biodiversity, productivity is higher at high than low dispersal rates. The average consumption rate of the “generalist” species is greater than that of the initially best competitor (Fig. 1). A dispersal rate increasing into the intermediate range allows the persistence of more species and a gradual extinction of the initial best competitor. When local and global biodiversity converge, the system exhibits the same species composition on the community and metacommunity scales (Fig. 2a). In all cases, mean productivity peaks immediately after this convergence. At that point the system contains both the initially best competitors of several patches and the species that do best in average conditions.

3. Robustness and the spatial correlation of risk: extensions of the Loreau model

The results reported by Loreau et al. (2003), summarized above, provide a simple illustration of the spatial insurance hypothesis. They demonstrated how dispersal, as a mechanism to increase biodiversity, insures the system against asynchronous environmental fluctuations. In what follows we extend the model to consider factors that affect the spatial correlation of environmental risk, and the capacity of dispersal to stabilize productivity both at the level of individual communities and across the metacommunity.

3.1. Stochastic resource availability—assumptions

Natural resources are rarely constant over time or space. To capture this variation we allow the natural resource influx, I, to vary stochastically over time, affecting the quantity of resources available for species consumption. This we define as “environmental risk”.\textsuperscript{12} (Note that “environmental risk” affects the equation of motion for the resource and not variation in species consumption rates). Several modeling options are available. Fluctuations of rainfall are often modeled as Poisson processes (Rodríguez-Iturbe et al., 1987). Many biological processes, on the other hand, including the growth of organisms and populations, are characterized by either normal or lognormal distributions (Mitzenmacher, 2004). Soil nutrients, for example, have been found to be both lognormally (Vieira et al., 2011) and normally distributed (Cusack et al., 2009). We chose I in (2) to be normally distributed with a mean equal to the value used by Gonzalez et al. (2009). We tested the sensitivity of productivity to variation in the standard deviation of the distribution. Initially, we considered two polar cases: (1) all communities experience the same realization of I, which we call global environmental risk; and (2) each community possesses its own natural resource influx rate, which we call

\textsuperscript{10} Biodiversity metrics were selected in order to capture changes in both the type of species (local and global species richness) and species abundance (Shannon index). A number of metrics exist to measure biodiversity, many of which are highly correlated (Bandeira et al., 2013). See Humphries et al. (1995) for a review of diversity metrics and their application for conservation.

\textsuperscript{31} Alternating the initial resource biomass causes a loss of the species coexistence result of Loreau et al. (2003) and Gonzales et al. (2008). However, the productivity and stability results are maintained. A discussion of the relationship between species richness, productivity, and dispersal rate is discussed in the proceeding section. See Haegeman and Loreau (2014) for a detailed analysis of the conditions under which the biodiversity-productivity result arises.

\textsuperscript{12} Other types of “environmental risk” could be stochastic disturbances that directly affect species biomass, such as extinction events or the removal of patches from the system (Nee and May, 1992). However, these are beyond the scope of the current manuscript.
local environmental risk. This approach captures the degree of connectivity between communities (a risk event in a loosely/tightly connected system will affect few/many communities).

Formally, the "risk" of an outcome is the value of the outcome multiplied by the probability that it will occur. We take the value of outcomes to be the associated level of productivity, and tested the effect of different correlation coefficients of the probability distribution of the underlying environmental variables on productivity. Specifically, we consider two extreme cases of the spatial correlation of risks—local and global risk. Global risk implies that resource availability in each community is determined by the same set of environmental conditions, i.e. risks are perfectly correlated spatially. Local risk implies that communities are far enough apart or sufficiently different in other respects that resource availability depends only on local environmental conditions, i.e. risks are uncorrelated spatially. We then tested intermediate levels of the spatial correlation of environmental risk by allowing rates of resource influx in individual patches to be more or less spatially correlated. Influx values for the patches were drawn from a multivariate normal distribution with the same mean and standard deviation as the global and local risk scenarios, but with varying values for the correlation coefficients. Parameters used to generate resource influx rates are presented in Table 2.

### 3.2. Stochastic resource availability—results

Our primary result is summarized in Fig. 3. As in the original papers, we found that intermediate dispersal rates tend to stabilize productivity across the system. However, we also found that the stabilizing effect of dispersal depends strongly on the degree to which environmental risks are correlated across communities. Specifically, we found the stabilizing effect of dispersal to be weakest when resource availability is spatially perfectly correlated (\( \rho_I = 1 \)) across communities (Fig. 3). In these circumstances all

### Table 1

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
<th>Interpretation</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>20</td>
<td>Total number of species</td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>20</td>
<td>Total number of communities</td>
<td></td>
</tr>
<tr>
<td>c(t)</td>
<td>Variable</td>
<td>Species consumption rate of resource biomass</td>
<td></td>
</tr>
<tr>
<td>e</td>
<td>0.2</td>
<td>Resource to species biomass conversion efficiency</td>
<td>speciesbiomass-resourcebiomass</td>
</tr>
<tr>
<td>m</td>
<td>0.2</td>
<td>Natural mortality rate</td>
<td>time</td>
</tr>
<tr>
<td>l</td>
<td>165</td>
<td>Patch resource influx</td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>10</td>
<td>Rate of resource loss</td>
<td>time^{-1}</td>
</tr>
<tr>
<td>a</td>
<td>Variable</td>
<td>Dispersal rate</td>
<td>time</td>
</tr>
<tr>
<td>T</td>
<td>40,000</td>
<td>Environmental periodicity</td>
<td>time</td>
</tr>
<tr>
<td>N_i(0)</td>
<td>10</td>
<td>Initial species biomass</td>
<td>species biomass</td>
</tr>
<tr>
<td>R_i(0)</td>
<td></td>
<td>Initial resource biomass</td>
<td>resource biomass</td>
</tr>
<tr>
<td>(\phi(t))</td>
<td>Variable</td>
<td>Productivity</td>
<td>time</td>
</tr>
</tbody>
</table>

Note that a value of "-" indicates a dimensionless parameter.
communities experience the same costs (benefits) of low (high) resource availability, and any compensation occurs temporally and at the level of the whole system. Periods of poor resource availability are compensated by periods of resource abundance. When environmental risks are not spatially correlated—implying that resource availability varies across communities—we found dispersal within the metacommunity to be more strongly stabilizing. A fall in resource availability varies across communities — implying that resource availability is low is compensated by an increase in productivity in other communities where resource availability is high. At intermediate levels of the spatial correlation of environmental risk, we found intermediate stabilizing effects of dispersal (Fig. 3).

We found little or no change from the original Gonzalez et al. (2009) results on species richness or productivity. Despite stochasticity in resources, dispersal is able to maintain mean biodiversity and productivity but the latter experiences greater variation around its mean. By definition, stochasticity of resource flows increases the chance that resources will be above or below the mean—this should affect species abundances. In our model, species growth is linearly related to resource abundance (see Eqs. (1) and (5)). Changes in $R_i$ will linearly scale the abundances of all species within the sub-community, other things being equal.13 Higher resource influxes relieve competitive pressure on species (due to the greater resource availability), increasing both the abundance and diversity of species. Lower resource influxes reduce the abundance of the least competitive species, which increases the probability that those species will fall below the critical population threshold, leading to their extinction. In addition, declines in resource influx intensify competitive pressure within communities. Under a global risk scenario, all communities share the same competitive pressure due to resource availability. As the spatial correlation between communities decreases (local risk scenario), asynchrony in resource abundance causes populations to grow in some communities and to crash in others. But in both global and local risk scenarios the “insuring” effect of dispersal maintains biodiversity and productivity.

3.3. Stochastic dispersal—assumptions

The next effect we considered was the impact of variation in dispersal rates on global productivity and the stability of global productivity. To do this we assumed that some species disperse at higher rates than others (e.g. invasive species, trans-migratory species). Similarly we assumed that some locations are easier to reach than others (e.g. island communities, barrier zones). Both factors may have a significant effect on species coexistence. We therefore allowed species dispersal rates to vary (1) across species (each species possesses its own dispersal rate regardless of community) and

13 Certainly this result is not always the case in real-world systems. For example, increases in nitrogen and phosphorus in freshwater systems can lead to spikes in algae populations (consistent with our model) but, through resulting effects such as the reduction of oxygen, also cause system crashes at higher trophic levels. It is important to note that our model only considers a single trophic level and a single resource. Processes such as eutrophication operate on multiple spatial and temporal scales and across multiple trophic levels. In addition, while an increase in one resource, such as nutrients (eutrophication) reduces limitation and competition for that resource, it enhances limitation and competition for light, which may reduce diversity. Further investigation is warranted.
(2) between communities (all species within a community have a single dispersal rate). The latter increases the capacity for communities to be a source (high dispersal) or sink (low dispersal) community for dispersing species, though the mean capacity remains the same as the original model. Dispersal rates in (1) were generated from a beta distribution with a mean value taken from Gonzalez et al. (2009) and a user-defined coefficient of variation. The beta distribution, bounded between [0, 1], is often used in modeling dispersal rates (Wiley et al., 1989) and proportions (Haskett et al., 1995). We tested several coefficients of variation ranging between [0, 1]. Values greater than one lead to negative scale parameter values. See Table 2 for a list of parameters used to generate dispersal rates.

3.4. Stochastic dispersal—results

Overall, heterogeneity in dispersal rates decreases system stability of the meta community. Relaxing the homogeneity conditions on dispersal imposed in Loreau et al. (2003) and Gonzalez et al. (2009) removes the guaranteed balance between in- and out-migration, leading to potential extinctions of all species in some patches.

We found that mean productivity and the stability of productivity were both more robust to species heterogeneity than to community heterogeneity in dispersal rates, particularly at high dispersal rates (Fig. 4). At low to intermediate dispersal rates, variation in dispersal rates by species had a greater effect than when dispersal rates varied by community, although the qualitative pattern conforms to the original Gonzalez et al. (2009) result. At intermediate to high dispersal rates the metacommunity underwent significantly greater declines in productivity and stability when dispersal rates varied by community than by when they varied by species. When dispersal rates varied by community, communities with high species dispersal rates (“sources”) experienced greater rates of out-migration, which resulted in lower species abundances but also a release of competitive pressure within the community. However, if in-migration and new growth cannot compensate for out-migration, source communities will experience an exponential decline and eventual collapse of all species.

Low dispersal communities (“sinks”) experience more in-migration, but potentially lower productivity due to greater interspecific resource competition. Most growth of biomass therefore arises from the migration of species into the community. At the metacommunity level, biomass growth in low-productivity sink communities is balanced by biomass growth in high-productivity source communities. But as dispersal rates become more variable, the difference between the two types of communities becomes more pronounced and productivity and stability both decline (Fig. 4b and c). We found that local biodiversity remained lower than global biodiversity at higher dispersal rates.

Heterogeneity in dispersal rates decreases both the maximum attainable level of biodiversity, and the stability of productivity (Fig. 4c and g). When dispersal is assumed to be constant across species and communities, communities experience synchrony in the exchange of species biomass. However, as dispersal rates vary between communities, some communities become sources while others become sinks. The direct effect on biodiversity is twofold. First, species that are able to persist in highly connected communities have a competitive advantage over other species on a system-level scale. Second, sink communities face internal competitive pressure on species biodiversity as in-migration places additional pressure on available resources.

Variation in dispersal rates between species generates lower biodiversity values than variation in dispersal by community. Species that disperse rapidly are at a competitive advantage over slow dispersers at the metacommunity level. We found a negative shift in the dispersal rate corresponding to the maximum biodiversity value. Even at low coefficients of variation, biodiversity peaked at lower dispersal rates than the homogeneous dispersal case. This implies that the competitive advantage of rapid dispersers is large enough to exclude slow or average dispersers across the metacommunity. Only a few rapid dispersers are required to alter community-level species dynamics significantly.

4. Discussion

Loreau et al. (2003) showed that dispersal can act to insure meta-communities against asynchronous temporal variation in environmental conditions. By increasing local and global species coexistence, dispersal increases mean productivity and the stability of productivity.

Asynchronies in species per capita growth rates within and between communities maintain productivity despite temporal fluctuations in species consumption.

We extended these findings to show how the system performs in the face of environmental risk that may be more or less spatially correlated. That is, we showed how dispersal effectively insures the system against local and global risks in environmental resource availability. We also showed how the insurance effect of dispersal is affected by variation in rates of species dispersal. We found that dispersal promotes stability of productivity under local and global environmental resource stochasticity, but that its effectiveness differs substantially depending on the degree of the spatial correlation of risk. We found that the insurance effect on productivity is greatest when environmental risks across communities are not correlated. In other words, the insurance function of dispersal is greatest where risks are local. Low productivity communities are compensated by high productivity ones. Where the environmental risks experienced by each community are highly spatially correlated, the insurance effects of dispersal still exist but are significantly weaker. This result is consistent with the asynchrony literature (Loreau and de Mazancourt, 2013). For instance, Loreau and de Mazancourt (2013) demonstrated analytically that asynchronies in species responses to environmental stochasticity stabilize community-level variation in species biomass. In source-sink and sink meta- populations, asynchronies in environmental fluctuations have been shown to have a stabilizing effect, increasing species persistence time in both theoretical and empirical applications (Gonzalez and Holt, 2002; Matthews and Gonzalez, 2007; Roy et al., 2005). In periods of high resource abundance, sink populations experience an “inflationary effect” characterized by high per capita growth rates and outbreak dynamics.

We also found that variability in the rate at which species disperse between communities has quite different effects on the stability of productivity when rates differ by community than where they differ by species. When rates fluctuate across communities, intermediate dispersal is more strongly stabilizing than where rates fluctuate across species. Symmetrically high dispersal rates are more strongly destabilizing. Few studies have tested the consequences of biodiversity loss due to dispersal on productivity, although several have considered the effects of stochasticity in dispersal rates on biodiversity. Matias et al. (2013) observed similar decreases in local species richness when species dispersal rates are stochastic, as well as a shift in the peak diversity to high dispersal rates. Altering dispersal rates between communities has been shown to affect diversity. Altermatt et al. (2011), in a Lotka–Volterra competition model testing the effects of dispersal and disturbance, found that adding directionality to dispersal significantly lowered biodiversity compared to a global dispersal case. Their results were supported by an empirical analysis of...
protist-rotifer microcosms. In a metacommunity model incorporating evolution and food web dynamics, Allhoff et al. (2015) found that both increasing and directing dispersal rates resulted in declines in regional diversity.

While the original Loreau model and this extension are highly abstract, they do have implications for the conditions in which dispersal would enhance ecosystem stability. This is particularly important because empirical experiments are difficult if not impossible to carry out at the scale of the Loreau model (though see Thompson and Shurin (2012) and Howeth and Leibold (2010) for examples in plankton metacommunities). From the Loreau model, an interconnected metacommunity in which sub-communities possess different "optimal" sets of species can maintain productivity and the stability of productivity through intermediate dispersal. We considered the effect of dispersal when environmental conditions are stochastic, fluctuating across communities or uniformly over the whole system. We also considered the effect of mean dispersal when dispersal rates are themselves stochastic, fluctuating either across communities or across species. While variability in environmental conditions leads to declines in system-wide biodiversity, we found little overall change in productivity. In other words, intermediate rates of species dispersal allow maintenance of mean productivity in highly variable environmental conditions, while simultaneously containing variation in that productivity. Moreover, they do so even at lower overall levels of biodiversity. Although there is a general consensus about the value of biodiversity in maintaining ecosystem functioning and the flow of ecosystem services, the level of biodiversity required to do this in particular cases is still unknown (Cardinale et al., 2012; Hooper et al., 2005; Isbell et al., 2011; Loreau et al., 2001).

Our central finding is that the stabilizing effect of dispersal is more robust to local risk factors than to global risk factors. We found that variability in global resource availability significantly reduced the stability of productivity. Although intermediate dispersal has a role to play in mitigating this impact, it is less effective
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**Fig. 4.** Effect of heterogeneous species dispersal varying by community (a)–(d) and species (e)–(h). (a) and (e) Mean regional (solid) and local (dashed) species richness; (b) and (f) mean productivity; (c) and (g) mean temporal coefficient of variation of productivity; and (d) and (h) mean local Shannon diversity index. Reported values are the average of 50 simulations. Color indicates the coefficient of variation in dispersal rates: black (original Gonzalez et al. (2009) result), blue \( \text{CoV}_a = 0.1 \), red \( \text{CoV}_a = 0.2 \), purple \( \text{CoV}_a = 0.4 \), brown \( \text{CoV}_a = 0.7 \), and orange \( \text{CoV}_a = 1 \).
in protecting productivity against global risks than against local risks. This conclusion is interesting from a policy or management perspective because: (i) communities and ecosystems have become both more connected worldwide and more exposed to global risk events, (ii) global risk factors are on the rise, e.g. due to climate change, and (iii) dispersal rates are strongly affected by human activities.

The former is especially the case in production systems that are linked through international markets for inputs and outputs. In agriculture, for example, dispersal of cultivated crops is a result both of the development of global markets for foods, fuels and fibers, and of technological developments in plant breeding and more direct genetic engineering. For example, a major effect of the 20th century Green Revolution, was the displacement of many of these crops exhibit similar responses to changes in temperature, precipitation, disease, pests and other environmental disturbances. It is also the case for natural systems. Anthropogenic dispersal of species through trade and travel has led to the homogenization of many ecosystems, which increases the spatial correlation of environmental risks and dispersal rates. Dispersal rates are significantly higher than they were, and local exposure to global risk factors has become more frequent. Human behavior has increased the connectivity of the world's ecosystems, causing declines in both the number and functional diversity of species (Clavell et al., 2011; McKinney and Lockwood, 1999; Smart et al., 2006). Examples of invasive species being distributed globally and displacing native species are becoming more frequent in ecology (Hulme, 2005). Global risk factors may include the use of nitrogen-rich agricultural fertilizers and the burning of fossil fuels which has led to rates of terrestrial nitrogen fixation almost double the natural rate, stressing many terrestrial and aquatic systems, and exacerbating climate change (Canfield et al., 2010; Galloway et al., 2008; Moffat, 1998). Climate change in turn adds to the stress on local ecosystems by altering mean precipitation and temperature, water levels along coastal areas, and weather events (Karl and Trenberth, 2003).

At the same time, the increasing connectivity of ecosystems as a result of globalization has affected the spatial distribution of environmental risk. Indeed, the dispersal of species is frequently the mechanism by which risks are transmitted from one location to another (Perrings et al. 2010). This is obvious in the case of infectious diseases of plants, animals or humans transmitted through trade or travel (Tatem, 2009; Tatem et al., 2006a, 2006b), but it may also occur through the effect of anthropogenic climate change on the range size of species (Thomas and Ohlemüller, 2010). This mechanism, linking increased dispersal with risk globalization, may further aggravate the destabilizing effects of these two factors implied by our model. The potentially irreversible and severe consequences of these effects on both natural and human systems should warrant further evaluation of the spatial insurance hypothesis and the effect of global integration on the stability of ecological functioning.
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